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« The noise sensitivity of f with noise rate § is at most O(§'/(44+0)),

Previously, only bounds for the degree d = 1 case were known (O(y/n) and O(+/§), for
average and noise sensitivity, respectively).
We highlight some applications of our results in learning theory where our bounds

immediately yield new agnostic learning algorithms and resolve an open problem of Klivans,
O’Donnell and Servedio (FOCS’08).

An extended abstract of this result, which was proved independently by two groups (the authors of this paper and
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The proof of our results use (i) the invariance principle of Mossel, O’Donnell and
Oleszkiewicz (2010), (ii) the anti-concentration properties of polynomials in Gaussian space
due to Carbery and Wright (2001) and (iii) new structural theorems about random restrictions
of polynomial threshold functions obtained via hypercontractivity.

These structural results may be of independent interest, as they provide a generic template
for transforming problems related to polynomial threshold functions defined on the Boolean
hypercube to polynomial threshold functions defined in Gaussian space.

1 Introduction

1.1 Background

Let P be a real, multivariate polynomial of degree d, and let f = sign(P). We say that the Boolean function
f is a polynomial threshold function (PTF) of degree d. PTFs play an important role in computational
complexity with applications in circuit complexity [2, 4], learning theory [26, 24], communication
complexity [35, 36], and quantum computing [3]. While many interesting properties (e. g., Fourier
spectra, influence, sensitivity) have been characterized for the case d = 1 of linear threshold functions
(LTFs), very little is known for degrees 2 and higher. Gotsman and Linial [13] conjectured, for example,
that the average sensitivity of a degree-d polynomial is O(d+/n). In this work, we take a step towards
resolving this conjecture and give the first nontrivial bounds on the average sensitivity and noise sensitivity
of degree-d PTFs (Theorem 1.6).

Average sensitivity [5] and noise sensitivity [17, 6] are two fundamental quantities that arise in
the analysis of Boolean functions. Roughly speaking, the average sensitivity of a Boolean function f
measures the expected number of bit positions that change the sign of f for a randomly chosen input, and
the noise sensitivity of f measures the probability over a randomly chosen input x that f changes sign if
each bit of x is flipped independently with probability & (we give formal definitions below).

Bounds on the average and noise sensitivity of Boolean functions have direct applications in hardness
of approximation [14, 23], hardness amplification [31], circuit complexity [27], the theory of social
choice [19], and quantum complexity [37]. In this paper, we focus on applications in learning theory,
where it is known that bounds on the noise sensitivity of a class of Boolean functions yield learning algo-
rithms for the class that succeed in harsh noise models (i. e., work in the agnostic model of learning) [18].
We obtain the first efficient algorithms for agnostically learning PTFs with respect to the uniform distribu-
tion on the hypercube. We also give efficient algorithms for agnostically learning ellipsoids in R" with
respect to the Gaussian distribution, resolving an open problem of Klivans et al. [25]. We discuss these
learning theory applications in Section 2.

1.2 Main definitions and results

We begin by defining the (Boolean) noise sensitivity of a Boolean function:

Definition 1.1 (Boolean noise sensitivity). Let f be a Boolean function f: {1,—1}" — {1,—1}. For any
0 € (0,1), let X be a random element of the hypercube {1,—1}" and Z a d-perturbation of X defined as
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follows: for each i independently, Z; is set to X; with probability 1 — & and —X; with probability &. The
noise sensitivity of f, denoted NSg(f), for noise 6 is then defined as follows:

NS5 (f) = Pr[f(X) # f(2)]

Intuitively, the Boolean noise sensitivity of f measures the probability that f changes value when a
random input to f is perturbed slightly. In order to analyze Boolean noise sensitivity, we will also need
to analyze the Gaussian noise sensitivity, which is defined similarly, but the random variables X and Z
are drawn from a multivariate Gaussian distribution. Let N = N(0, 1) denote the univariate Gaussian
distribution on R with mean 0 and variance 1.

Definition 1.2 (Gaussian noise sensitivity). Let f : R” — {—1,1} be any Boolean function on R". Let
X,Y be two independent random variables drawn from the multivariate Gaussian distribution N” and Z a
&-perturbation of X defined by Z = (1 — 8)X + /26 — 62Y. The Gaussian noise sensitivity of f, denoted
GNSg(f), for noise 0 is defined as follows:

GNSs(f) =Pr[f(X) # f(Z)] .

It is well known that the Boolean and Gaussian noise sensitivity of LTFs are at most 0(\/3 ). Our
results give the first nontrivial bounds for degrees 2 and higher in both the Gaussian and Boolean cases,
with the Gaussian case being considerably easier to handle than the Boolean case.

Theorem 1.3 (Boolean noise sensitivity). For any degree-d PTF f:{1,—1}* —{1,—1}and 0< 6 < 1,
NS5 (f) =20 ( 5! /(4d+6)> ‘

For the Gaussian case, we get a slightly better dependence on the degree d.

Theorem 1.4 (Gaussian noise sensitivity). For any degree-d polynomial P such that P is either multilinear
or corresponds to an ellipsoid, the following holds for the corresponding PTF f = sign(P). For all
0<o<l,

GNS;(f) = 20@). (51/(2d+1)) _

Diakonikolas et al. [11] prove that a similar bound holds for all degree-d PTFs. Our next set of results
bound the average sensitivity or total influence of degree-d PTFs.

Definition 1.5 (average sensitivity). Let f be a Boolean function, and let X be a random element of
the hypercube {1, —1}". Let X() € {1, —1}" be such that Xi(l) = —X; and X;’) =X for j #i. Then, the
influence of the i variable is defined by

L(f) =Pr £ () £ (X7)]
The sum of all the influences is referred to as the average sensitivity of the function f,

AS(f) :Z]L'(f)~
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Clearly, for any function f, AS(f) is at most n. It is well known that the average sensitivity of “unate”
functions (functions monotone in each coordinate), and thus of LTFs in particular is O(y/n). This bound
is tight as the Majority function has average sensitivity ®(y/n). As mentioned before, Gotsman and
Linial [13] conjectured in 1994 that the average sensitivity of any degree-d PTF f is O(d+/n). We are not
aware of any progress on this conjecture until now, with no o(n) bounds known.

We give two upper bounds on the average sensitivity of degree-d PTFs. We first use a simple
translation lemma for bounding average sensitivity in terms of noise sensitivity of a Boolean function and
Theorem 1.3 to obtain the following bound.

Theorem 1.6 (average sensitivity). For a degree-d PTF f:{1,—1}" — {1,—1},
AS(f) = 10(d) . <n171/(4d+6)) _

We also give an elementary combinatorial argument, to show that the average sensitivity of any
degree-d PTF is at most 3n'~!/ 2’ The combinatorial proof is based on the following lemma for
general Boolean functions that may prove useful elsewhere. For x € {1,—1}", and i € [n], let x_; =

(XI, ce Xi— 1 Xit 1y - - - 7xn)-

Lemma 1.7. For Boolean functions f; : {1,—1}" — {1,—1} with f; not depending on the i’th coordinate
xi, and X €, {1,—1}",
2

E gZ;AS(ﬁ)—Fn.

ZXifi(X—i)

We believe that when the functions f; in the above lemma are LTFs, the above bound can be improved
to O(n), which in turn would imply the Gotsman-Linial conjecture for quadratic threshold functions.

1.3 Random restrictions of PTFs—a structural result

An important ingredient of our sensitivity bounds for PTFs are new structural theorems about random
restrictions of PTFs obtained via hypercontractivity. The structural results we obtain can be seen as
part of the high level “randomness vs. structure” paradigm that has played a fundamental role in many
recent breakthroughs in additive number theory and combinatorics. Specifically, we obtain the following
structural result (Lemmas 5.1 and 5.2): for any PTF, there exists a small set of variables such that with at
least a constant probability, any random restriction of these variables satisfies one of the following: (1)
the restricted polynomial is “regular” in the sense that no single variable has large influence or (2) the
sign of the restricted polynomial is a very biased function.

We remark that our structural results, though motivated by similar results of Servedio [34] and
Diakonikolas et al. [9] for the simpler case of LTFs, do not follow from a generalization of their
arguments for LTFs to PTFs. The structural results for random restrictions of low-degree PTFs provide a
reasonably generic template for reducing problems involving arbitrary PTFs to ones on regular PTFs. In
fact, these structural properties are used precisely for the above reason both in this work and in a parallel
work by one of the authors, Meka and Zuckerman [29] to construct pseudorandom generators for PTFs.
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1.4 Related and subsequent work

Independent of this work, Diakonikolas, Raghavendra, Servedio, and Tan [11] have obtained nearly
identical results to ours for both the average and noise sensitivity of PTFs. The broad outline of their
proof is also similar to ours. In our proof, we first obtain bounds on noise sensitivity and then move to
average sensitivity using a translation lemma. On the other hand, Diakonikolas et al. [11] first obtain
bounds on the average sensitivity of PTFs and then use a generalization of Peres’ argument [33] for LTFs
to move from average sensitivity to noise sensitivity.

Regarding our structural result described in Section 1.3, Diakonikolas, Servedio, Tan and Wan [12]
have independently obtained similar results to ours. As an application, they prove the existence of
low-weight approximators for polynomial threshold functions. In the context of approximating functions
with many influential variables by low-degree PTFs, Ben-Eliezer, Lovett and Yadin [28] obtained similar
structural results (with weaker parameters) independent of both our work and that of [12].

There has been considerable progress towards the resolution of the Gotsman-Linial conjecture since
our work. In particular, Kane proved optimal upper bounds for the average sensitivity of PTFs in the
Gaussian setting [20] and an upper bound of Od’g(nS/ 6+€) in the Boolean setting [21]. Building on this
final work, Kane recently showed an upper bound of /n(logn)?@°¢ d)p0(d*logd) Thege later works have
a similar broad outline as ours (use regularity lemma to reduce to Gaussian case) and use a much stronger
structure theorem for PTFs called diffused decompositions by Kane [21].

1.5 Proof outline

The proofs of our theorems are inspired by the use of the invariance principle in the proof of the “Majority
is Stablest” theorem [30]. As in the proof of the “Majority is Stablest” theorem, our main technical tools
are the invariance principle and the anti-concentration bounds (also called small ball probabilities) of
Carbery and Wright [8].

Bounding the probability that a threshold function changes value either when it is perturbed slightly
(in the case of noise sensitivity) or when a variable is flipped (average sensitivity) involves bounding
probabilities of the form Pr[|Q(X)| < |R(X)|] where Q(X),R(X) are low-degree polynomials and R has
small ¢;-norm relative to that of Q. The event |Q(X)| < |R(X)| implies that either |Q(X)| is small or
|R(X)| is large. In other words, for every y

Pr{Q(X)[ < [R(X)[] < Pr|Q(X)| <Y+ Pr{IR(X)| > 7].

Since R has small norm, the second quantity in the above expression can be easily bounded using a tail
bound (even Markov’s inequality suffices). Bounding the first quantity is trickier. Our first observation is
that if the random variable X were distributed according to the Gaussian distribution as opposed to the
uniform distribution on the hypercube, bounds on probabilities of the form Pr[|Q(X)| < 7] immediately
follow from the anti-concentration bounds of Carbery and Wright [8]. We then transfer these bounds to
the Boolean setting using the invariance principle.

Unfortunately, the invariance principle holds only for regular polynomials (i.e., polynomials in which
no single variable has large influence). We thus obtain the required bounds on noise sensitivity and
average sensitivity for the special case of regular PTFs. We then extend these results to an arbitrary PTF
f using our structural results on random restrictions of the PTF f. The structural results state that either
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the restricted PTF is a regular polynomial or is a very biased function. In the former case, we resort to
the above argument for regular PTFs and bound the noise sensitivity of the given PTF. In the latter case,
we merely note that the noise sensitivity of a biased function can be easily bounded. This in turn lets us
extend the results for regular PTFs to all PTFs.

2 Learning theory applications

In this section we briefly elaborate on the learning theory applications of our results. Our bounds on
Boolean and Gaussian noise sensitivity imply learning results in the challenging agnostic model of
learning of Haussler [15] and Kearns, Schapire and Sellie [22] which we define below.

Definition 2.1. Let D be an arbitrary distribution on X and C a class of Boolean functions f : X — {—1,1}.
For 6,¢€ € (0,1), we say that algorithm A is a (8, €)-agnostic learning algorithm for € with respect to D
if the following holds. For any distribution D" on X x {—1, 1} whose marginal over X is D, if A is given
access to a set of labeled examples (x,y) drawn from D’, then with probability at least 1 — & algorithm A
outputs a hypothesis & : X — {—1, 1} such that

Pr [h(x) #y| <opt+e
(x7Y)N®/

where opt is the error made by the best classifier in €, that is,

opt=inf Pr X .
pt=inf Pr le(x)#y]

Kalai, Klivans, Mansour and Servedio [18] showed that the existence of low-degree real valued
polynomial ¢,-approximators to a class of functions, implies agnostic learning algorithms for the class. In
an earlier result, Klivans, O’Donnell and Servedio [24] gave a precise relationship between polynomial
approximation and noise sensitivity, essentially showing that small noise sensitivity bounds imply good
low-degree polynomial ¢,-approximators.

Combining these two results, it follows that bounding the noise sensitivity (either Boolean or Gaus-
sian) of a concept class C yields an agnostic learning algorithm for C (with respect to the appropriate
distribution). Thus, using our bounds on noise sensitivity of PTFs, we obtain corresponding learning
algorithms for PTFs with respect to the uniform distribution over the hypercube.

Theorem 2.2. The concept class of degree-d PTFs is agnostically learnable to within € with respect to

. . . . . . o(d
the uniform distribution on {—1,1}" in time nl/e%9.

These are the first polynomial-time algorithms for agnostically learning constant-degree PTFs with
respect to the uniform distribution on the hypercube (to within any constant error parameter). Previously,
Klivans et al. [25] had shown that quadratic (degree-2) PTFs corresponding to spheres are agnostically
learnable with respect to spherical Gaussians on R”. Our bounds on the Gaussian noise sensitivity of
ellipsoids imply that this result can be extended to all ellipsoids with respect to (not necessarily spherical)
Gaussian distributions thus resolving an open problem of Klivans et al. [25].

It is implicit from a recent paper of Blais, O’Donnell and Wimmer [7] that bounding the Boolean
noise sensitivity for a concept class € yields non-trivial learning algorithms for a very broad class of
discrete and continuous product distributions. We believe this is additional motivation for obtaining
bounds on a function’s Boolean noise sensitivity.
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3 Organization

The rest of the paper is organized as follows. We introduce the necessary notation and preliminaries in
Section 4. We then present the structural results on random restrictions of PTFs (Lemmas 5.1 and 5.2) in
Section 5. In Section 6 we present our analysis of Gaussian noise sensitivity, followed by the analysis of
Boolean noise sensitivity in Section 7. We remark that the analysis of the Gaussian noise sensitivity is
simpler than the Boolean noise sensitivity analysis, since the Boolean case, in some sense, reduces to the
“regular” or Gaussian case. We then present our bounds on average sensitivity of PTFs in Section 8.

4 Notation and preliminaries

We will consider functions/polynomials over n variables Xj,...,X,. Corresponding to any set I C [n]
(possibly multi-set), there is a monomial X defined as X/ = [];c; X;. The degree of the monomial X is
the size of the set 1, denoted by |I|. Note that if / is a “regular” set (opposed to a multi-set), then the
monomial X/ is linear in each of the participating variables X;,i € I.

A polynomial of degree d is a linear combination of monomials of degree at most d, that is,

P(Xy,... %))=Y aXx'.
ICn],|1|<d

The a; are called the coefficients of the polynomial P. By convention, we set a; = 0 for all other /. If
the above summation is only over sets / and not multi-sets, then the polynomial is said to be multilinear.
Observe that while working over the hypercube, it suffices to consider only multilinear polynomials. We
use the following notations throughout.

1. Unless otherwise stated, we work with a PTF f of degree d and a degree-d polynomial P(X) =
Y., a;X! with zero constant term (i.e., ap = 0) such that

f(X],.. . ,Xn) = sign(P(Xl,. .. ,Xn) - 9) .
In case of ambiguity, we will refer to the coefficients a; as a;(P).

2. For a polynomial P as above and an underlying distribution over X = (Xj,...,X,), the £-norm of
the polynomial over X is defined by ||P||> = E [P(X)?]. Note that if P is a multilinear polynomial
and the distribution is either the multivariate Gaussian N" or the uniform distribution over the
hypercube, then ||P||> = ¥, a?.

3. Fori€ [n],x' = (x1,...,%) € {1,—1}, fu: {1,—1}"" — {1,—1} is defined by
fxi(Xi+la ce ,Xn) = sign(P(xl, ce ,x,',XiH,. .. ,Xn) — 9) .
4. Fori € [n], Pi(X1,...,Xi) = Yicji a;X" is the restriction of P to the variables Xi,...,X;.

5. For a multi-set §, x €, S denotes an uniformly chosen element from S.
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6. For clarity, we suppress the exact dependence of the constants on the degree d; a more careful
examination of our proofs shows that all constants depending on the degree d are at worst 2°(4).

Definition 4.1. A partial assignment x' = (x,...,x;) is €-determining for f, if there exists b € {1,—1}
such that

P i(Xi1,...,X bl <e.
X ...,X,,)elz,{l,—l}"*i [ (Xit1 n) 7 b]

We now define regular polynomials which play an important role in all our results. Intuitively,

a polynomial is regular if no variable has high influence. For a polynomial Q, the weight of the i'"
coordinate is defined by w?(Q) = ¥ ;5;a?. Fori € [n], let 6;(Q)* = ijiw%(Q).

Definition 4.2 (regular polynomials). A multilinear polynomial Q is e-regular if

2
ZW?(P) <é? (Zw%(P)) =¢e’o}(P).

A PTF f(x) = sign(Q(x) — 0) is e-regular if Q is e-regular.
We also assume without loss of generality that the variables are ordered such that
wi(P) > wa(P) > - > wy,(P).

We repeatedly use three powerful tools: (2,4)-hypercontractivity (cf. [32, Chapter 9, Bonami
Lemmal), the invariance principle of Mossel et al. [30] and the anti-concentration bounds of Carbery and
Wright [8]. We state the relevant results below.

Lemma 4.3 ((2,4)-hypercontractivity). If Q,R are degree-d multilinear polynomials, then for X €,
{1,—1}", Ex [Qz -RZ] <9?.Ey [Qz] -Ex [Rz]. In particular,
E[0] <o"-E[Q]".
The following anti-concentration bound is a special case of Theorem 8 of [8]. (In their notation, set
q = 2d and the log-concave distribution p to be N".)

Theorem 4.4 (Carbery-Wright anti-concentration bound). There exists an absolute constant C such that
for any polynomial Q of degree at most d with ||Q|| = 1 and any interval I C R of length a,
Pr [0(X)el <Cda'?.

X<+Nn
The following result due to Mossel et al. [30] generalizes the classical quantitative central limit

theorem for sums of independent variables, the Berry-Esséen Theorem, to low-degree polynomials over
independent variables.

Theorem 4.5 (Mossel et al.). There exists a universal constant C such that the following holds. For any
g-regular multilinear polynomial P of degree at most d with ||P|| =1 andt € R,
Pr [P(X)<t]— Pr [P(Y)<1]|<Cle?/@d+),
Xe, {1,—-1} YN

The result stated in [30] uses max; w?(P) as the notion of regularity instead of ¥;w#(P) as we do.

However, their proof extends straightforwardly to the above.
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5 Random restrictions of PTFs

We now establish our structural results on random restrictions of low-degree PTFs. The use of critical
indices (K (P, €)) in our analysis is motivated by the results of Servedio [34] and Diakonikolas et al. [9]
who obtain similar results for LTFs. At a high level, we show the following.

Given any € > 0, define the e-critical index of a multilinear polynomial P, K = K(P,€), to be the

least index i such that w? (P) < €? 61'2+1 (P) for all j > i. We consider two cases depending on how large

K (P, €) is and roughly, show the following (here ¢, o > 0 are some universal constants).

1. K < 1/€%. In this case we show that for xX = (xq,...,xx) €, {1,—1}X, the PTF fx is e-regular
with probability at least o.

2. K > 1/€. In this case we show that with probability at least o, the value of the threshold function
is determined by the top L = 1/&°? variables.

More concretely, we show the following.

Lemma 5.1. For every integer d, there exist constants ag € R, Yy > 0 such that for any multilinear
polynomial P of degree at most d and K = K (P, €) as defined above, the following holds. The polynomial

d
PxK(Yk+17"'7Yn) :efP(xlr"7xK7YK+]7"'7Yn)

in variables Yx11,...,Y, obtained by randomly choosing xK = (x1,...,xx) €, {1,—1 }K is ag€-regular
with probability at least ;.

Lemma 5.2. For every d, there exist constants by,cy € R, 8; > 0, such that for any multilinear polynomial
P of degree at most d the following holds. If K(P,€) > cqlog(1/€)/€* = L, then a random partial
assignment (xi,...,xr) €, {1,— 1} is bye-determining for P with probability at least 8.

To prove the above structural properties we need the following simple lemmas.

Lemma 5.3 ([1, Lemma 3.2]). Let A be a real valued random variable satisfying E[A] = 0, E [A?] = 62
and E [A4] < bo*. Then,

Pr {A > 6/4\/13} > 1/443p.

Lemma 5.4. For d > 0 there exist constants 04, B; > 0 such that for any degree at most d polynomial Q,
andX Eu {1, _1}11)

Pr{Q(X) = E[Q]+ 040 (Q)] = Ba,
where 62(Q) is the variance of Q(X) = ||Q||> — (Ex [Q])% In particular, Pr[Q(X) > E[Q]] > Bu.

Proof. Let random variable A = Q(X) — Ex [Q(X)]. Then, E[A] =0, E [A?] = 6%(Q) and by (2,4)-
hypercontractivity, £ [A4] <9E [Az] =9964(Q). The claim now follows from Lemma 5.3. U
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5.1 Proof of Lemma 5.1

Let X = (Xj,...,Xx). We prove the lemma as follows: (1) Bound the expectation of }_ ;- ¢ w‘} (Px) using
hypercontractivity and use Markov’s inequality to show that with high probability } ;- x w‘} (Px) is small.
(2) Use the fact that 6, (Px) = ¥, iSK w%(PX) is a polynomial of degree at most 2d in X and Lemma 5.4
to lower bound the probability that 67, | (Px) is large. Let
Pc(Yest,-.. . Y,) = P(X1,... . Xk, Yics1, -, V)
=R(Xy,.... Xg) + y Qs(X1,....Xx) [TY-
JCIK+1,0),0<|J|<d jel

We now bound E [ZPK w‘}(PX)} . Fix a j > K and observe that w?(PX) = Y5, 05(X). Thus,
E [wj(Py)] =Lk [07(%)] =J§HQJH2 =w;(P). (5.1)
J J

Further, by (2,4)-hypercontractivity (Lemma 4.3),
2
E [wi(P)] <9 (1; [w?(PX)]) —9lwi(P).
Hence,

E [ Z w?(PX)] <9 Z wj(P).

j>K j>K

Now, from the definition of K (P,¢), w3(P) < e*c%,(P) for all j > K. Thus,
Y wi(P) < €0k, (P) ), wi(P) = €0g.(P).
J>K >K

Combining the above inequalities and applying Markov’s inequality we get

<1/y. (5.2)

Pr [ Y wi(Px) > Y9'e*og (P)
J>K

Observe that Q(X) =} ;- x wf(PX) is a polynomial of degree at most 2d in Xi,...,X; and by (5.1),
E[Q] = ) wi(P) = 0g.(P).
J>K
Thus, by applying Lemma 5.4 to Q,
Pr [ Y wiPx) > GI%—H(P)] > P
J>K

Setting ¥ = 2/, in (5.2) and using the above equation, we get

2
| i < et (£ [ 2
J>K j>K

where a% = 2-99/B,,. Thus, the polynomial Py (Yk+1,...,Y,) is (as€)-regular with probability at least
Ya = [32(1/2. ]
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5.2 Proof of Lemma 5.2

We use the following simple lemma.
Lemma 5.5. For 1 <i< j<K(Pe), 0;(P) < (1—¢€*)/"'c?(P).
Proof. For 1 <i< K(P,€), we have

6} (P) =w;(P)+0},,(P) > €67 (P) + 67, (P).

1

Thus, 67, (P) < (1 —€?)67(P). The lemma follows. O

1

Proof of Lemma 5.2. Suppose that K(P,€) > L = c4log(1/€)/€? for a constant ¢ to be chosen later and
let
oXy,....Xy) =P(Xy,..., %) —P|L(X1,...,XL).

The proof proceeds as follows. We first show that ||Q|| is significantly smaller than ||P||. We then use
Lemma 5.4 applied to P; — 6 and Markov’s inequality applied to |Q(X)| to show that [P (X, ...,X.) — 0|
is larger than |Q(X)/|, so that Q(X) cannot flip the sign of P;(Xj,...,Xr) — 6, with at least a constant
probability. We first bound ||Q]|.

Claim 5.6. For a suitably large constant cg,

Ol < Veou| Pl
Proof. Let 0y, B be the constants from Lemma 5.4. By definition [|Q||* = Y7y a7 < o7 (P). Now,

oi(P)=Y wi(P)+oi(P)<d Y aj+oi(P)<d Y aj+d Y, aj+of(P)
J<L LIN[L]#0 I:0AIC|L) LIZ[L]
<d Y a+dY wi(P)+of(P)<d Y aj+(d+1)c}(P).
LOAICL) J>L LOAIC]L)

Further, by Lemma 5.5, 62(P) < (1 —€2)L~16%(P). Combining the above inequalities we get,

of(P)<04((1=€)") Y af=04((1-€)") a*(P). (5.3)
LOAICL)
Choosing L = cglog(1/¢€)/€? for large enough ¢ 4, we get the claim. O

By Claim 5.6 and Markov’s inequality,

P e Xn)| = 0 || P < P yeresXn)| = e| <e. 5.4
xEu{l,r—l}"“Q(XI %n)| = ot || P ] xeu{l,r—l}"“Q(XI )| 2 101/ Ve] G4
Let S C {1,—1} be the set of all bad xL € {1,—1}* such that,
Pr [|Q(x1,...,xL,XL+1,...,Xn)| > adHP|L||] Z28/Bd

(Xpt15Xn) Eu{l,—1}"

Then, from (5.4) and the above equation, Pruc 1 1y [x" € S| < Bg/2. Now, let T C {1,—1}" be
such that for x* € T, |Py(x1,...,x.) — 0| > g ||P| and x ¢ S. Observe that all x" € T are (2&/f,)-
determining and by Lemma 5.4 and the above equations,

[XLGT] > Pr HP‘L(XI,...,)CL)*G} > (XdHPLH]

T ale 1,1}

"o B eIz B2,

The lemma now follows. O

Pr
xLEu{l-,_l}L
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6 Gaussian noise sensitivity of PTF's

In this section we bound the Gaussian noise sensitivity of PTFs and thus prove Theorem 1.4. The proof is
simpler than the Boolean case and only makes use of an anti-concentration bound for polynomials in
Gaussian space.

Although Theorem 1.4 was stated only for multilinear polynomials and ellipsoids, we give a proof
below that works for all degree-d polynomials using ideas from Diakonikolas et al. [11], who were the
first to prove a bound on the Gaussian noise sensitivity of general degree-d polynomials (see remarks
after the statement of Claim 6.1).

Proof of Theorem 1.4. Let f be the degree-d PTF and P the corresponding degree-d polynomial such
that f(x) = sign(P(x)). We may assume without loss of generality. that P is normalized, i.e., |P||*> =
E[P*(X)] =1

The proof is based on the Carbery-Wright anti-concentration bound (Theorem 4.4) for degree-d PTFs.
Let X,Y ~N" and

ZE(1-8)X+/1-(1-82Y = (1-8)X +/25 - &Y.

Let p = v/26 — 82. Define the perturbation polynomial
0X,Y)=PZ)—PX)=P((1-8)X+pY)—P(X).
Now, for 7 > 0 to be chosen later,
Prsign(P(X))  sign(P(Z))] = Pr[sign(P(X)) # sign(P(X) + O(X, )]
< Pr[|P(Y)] < |Q(X.Y)]]
<Pr{[P(X)] <7 +Pr[|Q(X,Y) > 7]
< Cay" !+ Pr|Q(X.Y)| > 11,

where the last inequality follows from the anti-concentration bound (Theorem 4.4). In Claim 6.1, we
show that the norm ||Q)|| of the perturbation polynomial is at most ¢;1/8 for some constant ¢4 (dependent
on d). We can now apply Markov’s inequality to bound the second quantity as follows.

Pr|Q(X,Y)[ > 7 <I|QIP/¥* < cad /7.

Thus,
0
GNS5(f) < Car' '+ 5
The theorem follows by setting y = §¢/(24+1) in which case we get GNSg(f) = Oy(8'/(24+1)), O

We note that we can get a slightly stronger bound of

0, (3 /iog(175))

if we used a stronger tail bound instead of Markov’s in the above argument.
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Claim 6.1. There exists a constant c; such that ||Q|| < cqV/8.

An earlier version of this paper had an error in the proof of this claim. As pointed out to us by
the authors of [11], that proof worked only for multilinear polynomials and ellipsoids. Diakonikolas et
al. [11] proved the claim for general degree-d polynomials. For the sake of completeness, we give a
simplified presentation of their proof (that works for all degree-d polynomials) in Section 9.

7 Noise sensitivity of PTFs

We now bound the noise sensitivity of PTFs and prove Theorem 1.3. We do so by first bounding the noise
sensitivity of regular PTFs and then use the results of the previous section to reduce the general case to
the regular case.

7.1 Noise sensitivity of regular PTFs

At a high level, we bound the noise sensitivity of regular PTFs as follows: (1) Reduce the problem
to that of proving certain anti-concentration bounds for regular PTFs over the hypercube. (2) Use the
invariance principle of Mossel et al. [30] to reduce proving anti-concentration bounds over the hypercube
to that of proving anti-concentration bounds over Gaussian distributions. (3) Use the Carbery-Wright
anti-concentration bounds [8] for polynomials over log-concave distributions.

For the rest of this section, we fix a degree-d multilinear polynomial P and a corresponding degree-d
PTF f. Recall that it suffices to consider multilinear polynomials as we are working over the hypercube.
We first reduce bounding noise sensitivity to proving anti-concentration bounds.

Lemma 7.1. ForO<p < 1and 6 >0,

NSp(f) <(d+1)6 +x€{551}n[|P(x) —0/<2p/8].

Proof. Let S be a random subset S C [n] where each i € [n] is in S independently with probability p. From
the definition of noise sensitivity it easily follows that

NSy (f) = Xeu{ll?zl}”,s [sign (P(X)—0) #sign <P(X) - thmsz;‘s Odda,XI - 9) ]

< Pr []P(x) —-0|<2 a;X!
Xeu{l,-1jns LINS] is odd

< Pr aX'| > S|+ Pr P(X)—6|<2p/8]. (1.1
Xeu{l,fl}”,S [ IZl[ﬂ%g odd I \/ﬁ/ XGM{I,fl}" H ( ) | \/ﬁ/ ]

Define a non-negative random variable P as follows: P = L:|Ins] is odd a2. We can then bound the first
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quantity in the above expression using Ps as follows:

Z CZ]XI

I:|INS| is odd

Z aIXI

L|INS) is odd Xe, {1,-1}"5

2\/5/5]< Pr [ zPS/xﬁS]

Pr [
Xe, {1,-1}~8
+Pr [PS > ﬁ/\/S] . (2)

Since EX(ZI‘ 1NS] is odd alX')? = Pf, by Markov’s inequality, we have

Pr [
x€u{1,—-1}"

Now, note that PZ < ¥ ;cgw?(P). Thus,

Z CZ]XI

L|INS| is odd

> Ps/\/gl <34. (7.3)

B[F] <E [zw%<P>

icS

=pY wi(P)<dp.

Hence, by Markov’s inequality, Prs[Ps > /p/ V8 ] <dé§. The lemma now follows by combining

equations (7.1), (7.2), (7.3) and the above equation. ]
We now prove an anti-concentration bound for regular PTFs.

Lemma 7.2. If P is €-regular, then for any interval I C R of length at most Q.

P P(X INl=0 l/d 2/(4d+1) .
XGM{L{I}”[ (X)el]=0q(a’ " +€ )

Proof. LetZy =P(X),Z, =P(Y) forX €, {1,—1}",Y +~ N". Then, since P is e-regular, by Theorem 4.5,
forallt € R, r m
|Pr[Z) >t]—Pr[Zy >1] | = Od(SZ/(4d+l))_

Now, by the above equation and Theorem 4.4 applied to the random variable Y for interval I,
Pr(Z € 1) =Pr[Z; € 1]+ 0y4( ¥4y = 0, (a'/? + 2/ (4d+1)y O
We can now obtain a bound on noise sensitivity of regular PTFs.
Theorem 7.3. If f is an €-regular PTF of degree d, then NS¢ (f) < Oy (81/(2d+2)).

Proof. Let 8 > 0 to be chosen later. Then, by Lemma 7.1 and Lemma 7.2 above,
NS¢ (f) = 048+ 4D 1g!/20/51/7).

Choosing § = £'/(24+2) we get NS¢ (f) = Oy4( '/ (4+2)), ]
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7.2 Noise sensitivity of arbitrary PTFs

We prove Theorem 1.3 by recursively applying the following lemma.

Lemma 7.4. For every d there exist universal constants cq,Ay € N,a, € (0,1) such that for M =
min(K(P,€),cqlog(1/€)/€?) and XM = (Xi,...,Xu) €4 {1,— 1},

Pr | NSe(fn) < Age!/Y | > ay. (7.4)
X

Proof. Letag,by,cqa, Vs, 84 be the constants from Lemmas 5.1 and 5.2. Let oy = min(%y, d;). We consider
two cases.

Case (i): M = K(P,€). Then, by Lemma 5.1 and Theorem 7.3, for XX €, {1, —1}X, with probability at
least 04y, NSg(fix) < A€/ (24+2) for some constant A.

Case (ii): M = cylog(1/€)/€>. Then, by Lemma 5.2, XM €, {1,—1}" is bye-determining with probabil-
ity at least o;. Further, if X is b;e-determining, with fym biased towards b € {1,—1}, then

NSe(fyxm) = zleu{l?,rl}n—M,[fo(Zl)#fo(ZZ)] < ZZeu{l?—rl}"*M [fxm(Z) #b] < 2b4e,
ZrEeZy

where “Z, €¢ Z;” is short-hand to denote that Z; is an €-perturbation of Z;. The lemma now follows. [J
Proof of Theorem 1.3. Let c4,Ay, 04y be as in the above lemma and let

L=cylog(1/¢)/€* and t=log,_,,(1/€).
We will show that for

S = 81/(2d+2)/(Ll) _ Od(8(4d+5)/(2d+2)/10g2(1/8)),

we have
NS;s(f) = 04(e"/?2).

Observe that for this setting, § < &. For S C [n] and x € {1,—1}" let P, s : {1,—1}% — R be the
polynomial of degree at most d defined by Py 5(X5) = P(xs,X5). Fix x = (x1,...,x,) € {l,—1}" and
define S, ; C [n] for i > 1, recursively as follows. S, j is the set of M; < L largest weight coordinates in P
given by applying Lemma 7.4 to P. For i > 1, let % = Se1USo UL USy ;.

For i > 1, let Sy ;41 be the set of M;; < L largest weight coordinates in P, g«; given by applying
Lemma 7.4 to the polynomial P, g.i. Define fy; by fi(-) = sign(P, s«i(-) — 0). Note that the definition of
fv; only depends on x; for j € $* and that |$/| < L-i.

Call x € {1,—1}" (&, f)-good if there exists an i, 1 <i <t such that NS¢ (f;;) < A4 e!/(2d+2) and let
ty be such an i for a (€, f)-good x. Then, from the definition of f,; and Lemma 7.4,

Pr  [xis(g,f)-good] >1—c¢. (7.5)
x€,{1,—-1}"
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Let y €5 x be a §-perturbation of x €, {1, —1}". Then, since |S*"| < Lt,
Pr (X5 # Yo | < L1 8 = g!/(2442) (7.6)
Also note that for any i > 1, conditioned on an assignment for the values in x|g.; and X|gvi = y|gvi,
Pr [f(x) # f(y)] = NSs (fr.i) < NSe(fx,)-
Thus, conditioned on x being (&, f)-good and x|gri = g,

Pr(f(x) # f(0)] < NSe(fry,) < Age!/ 442 (7.7)

'x7y

Combining (7.5), (7.6), (7.7), we get

NSs(f) < e+Lt & +Age'/ 442 = 0, (81/(2d+2)) '
Since 6 = Oy (8% / 10g2(1 / 8)) and the above is applicable for all € > 0, we get that for all p > 0,
NSy (f) = Ou (log(1/p)p! /450 ) = 0, (p!/+9) ) . -

8 Average sensitivity of PTFs

In this section we bound the average sensitivity of PTFs on the Boolean hypercube, proving Theorem 1.6.
We first prove a lemma bounding the average sensitivity of a Boolean function in terms of its noise
sensitivity. Theorem 1.6 follows immediately from Theorem 1.3 and the following lemma:

Lemma 8.1 (noise sensitivity to average sensitivity). For any Boolean function f : {1,—1}" — {1,—1},

AS(f) <neNS(/n)(f)-

Proof. Let § =1/n. Let X €, {1,—1}" and let S C [n] be a random set with each element i € [n] present
in S independently with probability 8. Let X (S) be the vector obtained by flipping the coordinates of X in
S. Then, NS(f) =Prx s [f(X) # f(X(S))]. Observe that for i € [n],

PriS={i}]=0(1— 6)"‘1 =(1/n)(1— l/n)”_1 > 1/(ne).
Therefore,
NS5(f) =P [f(X) # f(X(S))]
= YRS = (i} BrLF(X) # F(X(S))|S = i1+ Be(IS] # 1]- Pe [£00) £ FX()]15] 1

> ¥ Br[f(X) # FX({i})] = -AS(f). =
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We now give a bound of O(n]_zfd) on the average sensitivity using a different, combinatorial,
argument (not using the noise sensitivity bounds).

Theorem 8.2. For any degree-d PTF f: {1,—1}* — {1,—1}, AS(f) <3n!~2"

We first show the theorem using Lemma 1.7.

Proof. Let P(x) = x;P;(x_;) + Qi(x_;), where P,( ),Q;( ) are degree-(d — 1) and degree-d polynomials,
respectively, that do not depend on x;. Define f;(x_;) = sign(P:(x_;)) and g;(x) = f(x) f;(x_;). Then,

L=, P [FO A7) = P [fOAK) # FXO) AKX

CXel{l,-1}n C Xe {11y

— (X . Oy (x| = . (x )
= P R A X AK) ] = P ) £ ai(x )]
=1Ii(gi)-

Observe that g; is monotone increasing in x; as the coefficient of x; in g; written as a polynomial is
fi(x—i)-Pi(x_;) > 0. Hence, for i € [n], I;(g;) = Ex [Xigi(X)]. Thus,

AS(f) = TI(f) = Llig) = LEXg(X)] = LEXf(X)/(X )] = E

i

f(X)ZXifi(Xfi)

Since |f(x)| <1 for all x, we have

AS(f) <E (8.1)

infi(x—i)

1

We now use induction and Lemma 1.7. For an LTF f, f; as defined above are constants. Therefore,
by equation (8.1) and the Cauchy-Schwarz inequality,

AS(f) <E =E | Xi|| <V

1

ZXifi(Xfi)

Suppose the theorem is true for degree-d PTFs and let f be a degree-(d + 1) PTF and let f; be as defined
before. Then, by equation (8.1) and Lemma 1.7

AS(f)?<2Y AS(fi)+n<Y6n' 2 4n<7n® 2

d+1

Therefore, AS(f) < 3n'=2““". The theorem follows by induction. O
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Proof of Lemma 1.7. For brevity, let f;(x) = fi(x_;). By Cauchy-Schwarz, for any random variable Z we
have E [|Z|)* < E [Z?]. Thus,

2 r 2
< I)[*; (Zi:Xifi(X—i)>

:IE ZXsz fj( )

7]

—n—I—ZE (XX :(X) f1(X)]. (8.2)
175/

Fori# je [n],letx_;j = (xx : k € [n],k # i, j) and let
S/ ={xe{l,-1}": filx) # filx®e;)}.

Note that I;(f;) = Pry [X € Sl]} . Now,

E[X:X;fi(X = Y HE@xfi)f0) + Y ) xxfi)fx), (8.3)

xes! US’ x¢S! US’

where p(x) = 1/2" is the probability of choosing x under the uniform distribution. We bound the first
term in the above expression by the average sensitivity of the f; and show that the second term vanishes.
Observe that

Y ) fi(x0) £(x) < p(S]USH) < (ST +u(Sh) = L;(f) +Li(f) - (8.4)

xeS]US'

Note that for x ¢ Slj U S;, fi(x), fj(x) are both independent of the values of x;,x;. For such x (abusing
notation) let f;(x_;;) = fi(x), fj(x—ij) = fj(x) and let

Tj={(w:k#i,j):x¢ SIUSH}.

Then, since for x ¢ Slj USi-, fi(x), fj(x) depend only on x_;;, we get that x ¢ S{ U S; if and only if x_;; ¢ T;;.
Therefore,

Z I'L( XiX /ft Z ;ux*lj u(xl)fl(xﬂj)fl(xﬂ/)xzxj
xgS}us’ x¢s’us'
= Z (x—ij) fi(x-ij) fj(x-ij) E [x,-xj] =0. 8.5)
x-ij¢ T o

From equations (8.2), (8.3), (8.4),(8.5) we have,

<n—|—Z (i) +L(f;) =n+2) Y Li(f) _n+2ZASﬁ m

Y Xifi(X)
i i#] i jij#i
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Remark 8.3. The bound of Lemma 1.7 is tight up to a constant factor if we only have bounds on the
average sensitivity of the f; to go with. For example, consider f; defined as follows. Divide [n] into
m = y/n blocks By, ...,B,, of size m each and for 1 < j <m, i € B}, let f; = [Tkep;kzi%k- Then, the left
hand side of the lemma is ®(1n*/?) and AS(f;) =m — 1 = @( /n) for all i.

9 Bounding the perturbation polynomial in the Gaussian setting

In this section we prove the bound on the perturbation polynomial (Claim 6.1). For this, we need some
background on Hermite polynomials, which we provide in Section 9.1.

9.1 Background on Hermite polynomials

The univariate Hermite polynomials are defined as follows:

1k k
Hk(x):( 1) exz/Zie—xz/Z.

V! dxk
The univariate Hermite polynomials satisfy Hj(x) = vVkH_1(x).
The multivariate Hermite polynomials in n variables (xy,...,x,) are defined as follows. Let S C [n]
be a multiset. It will be convenient to denote a multiset S by a sequence of  indices as S = (s1,...,5,)

where each s; denotes the multiplicity of element i € [1] in the set S. Note, by this notation,

S| = ZSi.
n

Hg(x1,...,%) = HHsl.(x,-).
i=1

The Hermite polynomials are especially useful while working over the (multivariate) normal distribu-
tion due to the following orthonormality conditions.

1 ifS=T
E [H¢(X)H7(X)] = ’
XHN”[ s(X)Hr (X)) {0 otherwise.

This implies that ||P||? = Ex, an[P*(X)] = ¥ P2.
We will need to work with the Taylor series expansion for the Hermite polynomials. For this, we first
observe that the partial derivatives of the multivariate Hermite polynomials can be calculated as follows

(JHs)i(x1y. .. xn) = \/EHSI.,I(X,-)HHSJ. (xj) = V/siHg\ (i (X1, -, %) -
J#i

Furthermore, the iterative partial derivatives can be calculated as follows. Let R = (ry,...,r,) C S be any
multiset.
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This in particular gives the follow Taylor series expansion for Hs(z) = Hs(z1,...,2,) about the point
x = (x1,...,x,) for multisets S. Let |S| = d. Since Hs depends on at most d variables, we can assume
without loss of generality that Hs is defined on the first d variables, i.e., S C [d]| and Hg(x) = Hg(x1,...,X4).

+ZZ

k=1R:|R]| | 1rl'

I W

k=1R:|R|= kHz it

d
(dHs)g(x) - (H(Zi xi)”)

9.1

The multivariate Hermite polynomials up to degree d form a basis for the set of all multivariate
polynomials of degree d. In particular, given any degree-d polynomial P(xy,...,x,), we can write it as a
linear combination of Hermite polynomials as follows

P(xl,...,x,,): Z 135H5(x1,...,xn).
Sc(n]:|S|<d

The values Ps are called the Hermite coefficients of P.

9.2 Proof of Claim 6.1

Recall that we must prove there exists a constant ¢4 such that ||Q|| < c4V/8.

Proof. Given any degree-d multivariate polynomial P, we can write it in the Hermite basis as P(x) =
Ys:[s|<d PgHg(x) and use this expansion to bound ||Q|| = ||P(Z) — P(X)|| as follows.

2
IQl> =E[(P(2) - P(X))’] =E ( |Z| ﬁs(Hs(Z)—Hs(X))>
S:|S|<d

A

=Y BPrE[(Hs(Z) - Hs(X)) - (Hr (Z) — Hr (X))]

ST

=Y PSE[(Hs(Z) - Hs(X))*] + Y BPrE[(Hs(Z) — Hs(X)) - (Hr (Z) — Hr(X))]
S SAT

=Y PSE[(Hs(2) - Hs(X))*] = Y PsPr (E[Hs(Z)Hr (X)|+E[Hs(X)Hr (2)]),  (9.2)
S SAT

where the last step follows from the orthonormality of the Hermite polynomials.
We will now show that

E[Hs(X)Hr (Z)] = E[Hs(X; ... X)) Hy (Z1 ... Z,)] = 0

for S#T. Since S # T and (Xi,...,X,),(Z1,...,Z,) are product distributions, it suffices to show the
following univariate case: E[H,(X;)H;(Z)] = 0 for s # t. We now observe that the joint distribution
(X1,Z;) is identical to the distribution (Z;,X;). Hence, to calculate E[H(X;)H;(Z;)] for s # t we can

THEORY OF COMPUTING, Volume 10 (1), 2014, pp. 1-26 20


http://dx.doi.org/10.4086/toc

BOUNDING THE SENSITIVITY OF POLYNOMIAL THRESHOLD FUNCTIONS

assume without loss of generality that s > r. Now, H;(Z,) = H,((1 — 8)X, + pY}) is a bivariate degree-t
polynomial and can be expanded in the Hermite basis as Y.} ;_, 0;;H;(X1)H;(Y1). We thus have

i o (K () ”ZO% XOH, ()] EIH,(1)] =0

since s >t > .
Plugging this into the expression for ||Q|| in (9.2), we have

lo)* = ZPS —Hs(X))*] .

Since ||P||? = ¥4 P? = 1, to prove the claim it suffices if we show that there exists a constant ¢, such that
for any multiset S, ||Hs(Z) — Hs(X)||> < ¢38. We bound the norm ||Hs(Z) — Hs(X)|| using the Taylor
series expansion of Hs(Z) as stated in equation (9.1). Let |S| = d; then we have

XH‘?YHHS( ) —Hs(X

d
s

i:1

Rzkn

R:|R)| kH, 17!
[ since each s; < d and Zr,- =|R|=

d 1
<y gk/? E |H
_k;l R:RZ|—/<H?—1 il [ S\R ]

i= lrl

dk/ZIE

IN

[ M& I Mm

d
Hg\r(X)- (H(Zi —Xi)" |

i=1

d

HZ X 2r;

i=1

[ by the Cauchy-Schwarz inequality ]

d
\/HIE[(Zi—Xi)z”’]

d
k=1 Re{R=k [Ti=1 73!

|
[ since Z; — X; ~ N(0,v20) whose 2r-th moment is 6’(2—’;)' ]
r.
d d
Sy @ Y ] <2”> DNCAELS Y (@2v/25)!
k=1 RiR=k V i=1 \ i k=1 k=1
<2d%%V268 [if d3/V26 <1/2].

To complete the proof we need the following (1,2)-hypercontractivity for degree-d polynomials under
the normal distribution.
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Lemma 9.1 ((1,2)-hypercontractivity [16, Remark 5.13]). If P is a multivariate polynomial of degree d,
then
IPl=,/ E [PX)}]<e’- E_[IP(X)]].

X<+Nn X< Nn

Thus, if d°/2v/28 < 1/2, then E[|Hg(Z) — Hg(X)|] < 2d°/>\/28. We can now use the above (1,2)-
hypercontractivity and bound ||Hs(Z) — Hg(X)|| as follows.

1Hs(Z) — Hs(X)||* < e’ E[|Hs(Z) - Hs(X)[] < 2d°%e*V28.
If d°/2:/26 > 1/2, we have
E[|Hs(Z) — Hs(X)|*] < 2E[H2(Z) + H2(X)] < 4 < 84°/*V/25 .

Thus, either way, we have that there exists a constant ¢ such that ||Hs(Z) — Hs(X)|| < c4V/§8. O
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